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Abstract: Online examinations are increasingly being integrated into universities using low-level questions 

on Bloom's taxonomy such as True-False and Multiple-Choice questions. Unfortunately, the summative 

assessments in Tanzania rely on descriptive questions that are higher in Bloom Taxonomy which are not easily 

marked by computers. To achieve a true online examination in Tanzania a system that can mark descriptive 

questions is necessary. This paper presents a Natural Language Processing (NLP) Technique employing 

Cosine Similarity that can automatically mark descriptive questions without human intervention. The Cosine 

Similarity compares between candidate answer and the marking scheme after having them transformed into 

mathematical vectors by the NLP technique called Term frequency–inverse document frequency (TF-IDF).   

Evaluation done by comparing the marking of short answers by NLP-based online exam system and Moodle 

as well as feedback from the Computer Science students from the Open University of Tanzania who used the 

NLP based online exam system indicates positive performance. 86% of questions were marked correctly by 

the NLP system and got a similar score to the one in Moodle. 66% of students to trusted the score returned by 

the system while only 4% did not trust the score which confirmed the acceptability of Cosine Similarity for 

marking mark descriptive questions automatically. 
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1. Introduction  

Assessments are done by the university to confirm if the students have achieved the goals set in the 

curriculum of the degree programme the students have registered for. Assessments are classified as formative 

or summative. Formative assessments are done during the teaching period as coursework and Summative 

assessments are usually done at the end of the teaching of the course to test the understanding of the students 

(Ghouali et al., 2020). Formative assessment can include closed questions (objective types of questions) such 

as Multiple-Choice Questions and True / False Questions only but a true summative assessment ought to have 

all types of questions including open and closed questions higher on Bloom Taxonomy to test the overall 

understanding of the course (Qasrawi & BeniAbdelrahman, 2020; Semlambo et al., 2022). Open-ended 

questions consisting of descriptive and text questions are highly favoured in Summative assessment because 

they test learners in all three domains of learning namely: Cognitive, Affective, and Psychomotor Learning 

(Aninditya & MA Hasibuan, 2019). With an increasing number of students in e-learning environments, 

Universities are adopting e-assessments to address the challenges of conducting assessments in a large 

number of students (Muzaffar et al., 2021). 

 Online examination is a form of E-assessment that is done using the Internet. E-assessment is a way of 

conducting examinations using information technology facilities. It can be called in different terminologies 

including Computer Based Test (CBT), Computer Based Assessment (CBA), E-examination, and E-
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Assessment. Students read questions and give answers using computer input devices (Ghouali et al., 2020; 

Semlambo et al., 2022). Online examinations can be carried out anywhere and anytime provided that there is 

a secure examination environment. Students can be allowed to attempt exams at their time convenience unlike 

paper-based which is scheduled at one point in time (Stowell & Bennett 2010).  Online Examination Reduces 

the time it takes to distribute exams and the time taken to mark and release the results to students. They are 

cost-saving because they reduce resources and human capital that is used to administer examinations. 

Everything in the online examination is kept securely in the information systems and can be retrieved easily 

and results can be released quickly (Sometimes instantly) so that the students can get feedback quickly which 

increases quality assurance and trustworthiness of assessments (Ozden, 2004; Semlambo et al., 2022).  

 Although online examinations are steadily being integrated into e-learning in other developed countries, 

their adoption is mainly for objective-type questions consisting of multiple choice and true answer questions 

(Ghouali et al., 2020) (Nandini & Uma Maheswari, 2020). In Tanzania however objective-type questions are 

usually done during the formative assessment period (coursework). Summative assessments usually contain 

questions higher on the Bloom taxonomy scale which mainly consist of descriptive questions. Since 

descriptive questions are difficult to mark by computers (Genelza, 2024) they are left to the lecturers to mark 

at a later time which introduces a delay in giving feedback to students. This results in online examination 

being only partially used in Summative assessments which in turn reduces its efficiency. 

 Marking the descriptive questions is difficult because computers being machines are not very effective in 

making textual comparisons between the student answer and the marking scheme. Automatic marking of 

descriptive questions is made difficult since not all possibilities of the way the candidate will answer the 

question are known. Therefore, usually, the marking scheme fails to capture the answers from the students 

and in turn marks many of the questions wrongly. To implement a fully online examination in summative 

assessment marking of descriptive textual questions ought to be done automatically by the computers. 

 The best way to mark descriptive questions automatically by computers is by comparing the student's 

answer with all the possible versions of the marking scheme answer mathematically. Such similarity 

comparison can be done using cosine similarity (Xia et al., 2015) after the words have been converted to 

mathematical vectors using Natural Language Process (NLP) Techniques.  This paper presents one of the NLP 

techniques to mark the descriptive (textual) questions using a TF-IDF and Cosine Similarity. The paper will 

discuss various related work that has been done in online examinations, essay-type marking, and textual 

classification using NLP. The paper will discuss How TF-IDF is used to convert text into vectors of binary 

numbers and later on show how cosine similarity can compare the vectors to show the degree of similarity of 

the word vectors which in turn is the score of the student's answer. The research methodology of the paper 

will be described and a discussion and analysis of the results of experiments set to evaluate the NLP technique 

will be given at the end. 

      

2. Literature review  
2.1.  Using NLP in Automatic Marking of Essay Questions 
Automatic marking of essays involves working with textual information from users and can be solved by a 

branch of artificial intelligence called NLP. NLP in association with text mining can handle and analyse vast 

amounts of data from natural language and be used in comparisons between two distinct text paragraphs. 

(Ferreira-Mello et al., 2019; Jiang & Lu, 2020). NLP comprises the techniques that have been used to 

contextually evaluate and entail the educational data by providing an interpretive interface between humans 

and machines, (Barb & Kilicay-ergin 2020; Shaik et al. 2022). Computers cannot understand words and need 

numerical values of the texts to make it easier for them to compare the texts. Once the texts are converted into 

numerical values comparisons can then be made using Mathematical formulae. 

 There are different ways to convert text into numeric including simple data structures such as numbers 

and complex data structures such as vectors, sets of graphs(networks), and trees.  Two documents may not 

be similar in length conversion of words that considers both magnitude and directions is ideal in representing 

text in numeric value. This is achieved through vectors. The type of numerical data that can represent text is 

Vectors. Vectors have both magnitude and direction. The text to be compared can easily be transferred into 

vectors with both magnitude and directions so that the mathematical formulae can be applied to the vectors. 

 Text similarity uses both semantic and lexical similarity. Lexical similarity is higher for words that have a 

similar character sequence. While semantic similarity is higher if words have the same meaning. NLP uses 

various mathematical formulae to calculate the lexical similarity measures between converted text such as 

between Manhattan Distance, Euclidean Distance, Dot Product, and Cosine Similarity (Wang & Dong, 2020).  
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The method with higher accuracy for textual similarity is Cosine Similarity because it is not affected by the 

magnitude of the texts to be compared. Cosine similarity compares both the direction and magnitude of 

vectors. Cosine Similarity can be thought of as Normalized Dot products because it normalizes the vectors so 

that their magnitude is between 0 and 1. 

 The high accuracy of Cosine Similarity has made marking of descriptive questions by comparing their 

vectors effective, however, there is the challenge of the way the text is converted into mathematical vectors. 

The process of converting the text into vectors is called word embedding. This could be done by converting 

the characters or words. Converting the characters would result in large (long) vectors (1 X N) that are not 

suitable for processing (since they require higher processing power). The efficient conversion is by using 

words and hence for Text similarity comparisons Word Embeddings are used. There are different variations 

of creating word embeddings to choose from but the best one must be the one that creates numeric vectors 

that bring about high accuracy during cosine similarity comparisons. 

 One method of creating word embeddings is One Hot encoding. This encoding is a representation of 

categorical variables as binary vectors. It is a way of transforming data into vectors where all components are 

0, except for one component with a value of 1. All words making up a text are used to create a word vector 

representation for every position. Other words are given the value of 0 except the word being represented. 

This results in a dense vector since if we have a sentence with 10 words, we will end up having a vector of 10 

X 10 as the representation of the sentence. 

 Another method of creating word embedding is the concept of a bag of words which simply means 

tokenizing all the words in the text to be learned(corpus) (Yan et al., 2020). Bag of words (BoW) simply means 

just taking each word and counting how many times it occurs in each document. Therefore, the string is 

transformed into a vector with the length as the number of what you have. This is widely known as 

Frequency-based embedding. This method uses a tokenization approach (tokenizing every word from the 

sentence with its frequency). Different improvements have been made to improve its performance like TF-

IDF and Co-Occurrence Matrix. 

 TF-IDF has been used as the core background process in Word2Vec which is the latest NLP technique for 

creating word embedding. Word2Vec is a family of model architectures and optimizations that can be used 

to learn word embeddings from large datasets. Word2Vec uses Neural Networks to learn the relationship 

between words and create a binary vector of the text. It works by “vectorizing” words. Its input is a sentence 

and its output is a set of vectors: feature vectors that represent words in that corpus. Word2vec numeric 

vectors are shorted than one hot encoding and in turn reduce the complexity of numeric value. Additionally, 

the word2vec numeric value takes into consideration the position of the occurrence of the word in the 

sentence. Word2Vec creates word embedding by predicting words that are related to each other from the 

corpus (Set of all words available in the text). However, word2vec is more suitable for only text and phrases 

and does not perform well when it comes to transforming the whole sentence into a vector. A variation of 

word2vec which transforms whole sentences into vectors with considerable precision is called Doc2Vec 

(Huang et al., 2019). Doc2Vec uses paragraphs as input but just like its mother algorithm word2vec, the output 

vectors created are susceptible to negative values when compared to cosine similarity.  This results in negative 

Cosine Similarity which makes it difficult to transform the actual score to the examination score between 0 

and 100.  Other methods of Word Embedding are used in machine learning such as Glove, Fast2Text, and 

Node2Text however they are also catered for word similarity rather than sentence and document similarity 

because of negative vectors and extra computation to derive the sentence vectors in the first place. Therefore 

TF-IDF still has the upper hand when transforming the sentence/paragraph into vectors compared to 

word2vec and other machine learning techniques and will the embedding that will be used in this study to 

transform the text into numeric vectors. 

 

2.2. Related Work 

The paper by Kumamoto University proposes the use of cosine similarity measurement by incorporating 

semantic checking between dimensions of two-term vectors to increase the similarity value (Kitasuka et al.,  

2012). It uses lexical semantics from WordNet Corpus to equalize Vector Dimensions for terms that are 

different in length. Cosine similarity is then applied to vectors with equal dimensions to get vectors that ought 

to boost their similarity measure. The Automatic marking discussed in our paper has employed a similar 

technique of increasing semantic meaning but has used its own local Database instead of the WordNet Corpus 
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In the automatic grading system in India, Cosine Similarity is used with another NLP technique called World 

Movers Distance (WMD) to mark handwritten short answers captured by OCR (Jain et al., 2022). The 

converted text is converted into vectors using the BERT algorithm and Word2Vec for WMD. The study used 

the average of the WMD and Cosine Similarity as the final answer but its accuracy may be questionable since 

it is not certain how correct the text is derived from OCR. This study however uses input keywords and does 

not use Word2Vec which does not perform well when it comes to converting full-sentence. 

` The paper by Xia et al.(2015) explores a cosine similarity ensemble (CSE), that enhances the correctness of 

similarity measures by enlarging the angles between patterns by changing the initial point of the word vectors 

while keeping the terminal point constant. This way the similarity measure becomes the weighted average 

from the measure of similarities with different vectors produced from changing the initial position. The only 

drawback of this work is that the way the vectors are produced still relies on one hot encoding which may 

result in long vectors that will only work for paragraphs with few words. 

 In the research by Udayana University Badung, Word2Vec and cosine similarity are used to mark essay 

questions (Abimanyu & Sanjaya, 2020). The answers from students together with the correct answers are 

converted into vectors by Word2Vec and similarity between them is calculated using cosine similarity to 

produce the final grade. The final grade is compared to the instructor's score to show the accuracy of the 

research. The research however used Bahasa Indonesia Language which is different from Word2Vec since it 

was trained in English and therefore removal of common words which would increase similarity could not 

be easily done. In this research the language used was English and also the technique of removing the common 

words was used during preprocessing to create truly unique vectors between student answers and the 

marking scheme.  

 The research work by Odzen tried to explore the requirements for an online examination from learners’ 

perspective and found out that most learners preferred an online examination system which has the following 

features (Ozden, 2004). These were used as the baseline for developing the online system. The researcher was 

able to develop an online examination system from scratch but it did not include automatic feedback for short 

answer and essay type questions. The research done in Tanzania indicated that most of the lecturers are 

unhappy with the activity of marking and require significant attention (Namabira et al., 2022). The study 

indicates that both students and teachers prefer online assessment because of flexibility and timely feedback 

among other reasons. The research calls for the adoption of e-assessment in Tanzania to lessen the burden on 

the teacher when it comes to marking. This shows that more effort is needed to improve the automatic 

marking so that the lecturers can focus on other areas. 

 A study by Semlambo et al from the Institute of Accountancy in Arusha, Tanzania highlighted the 

adoption of e-assessment in Tanzania for low-level questions of bloom taxonomy which results in just 

measuring factual knowledge rather than comprehension (Semlambo et al., 2022). The perception of lecturers 

as reported by the author considered the online exam to be less inferior to traditional exam because this kind 

of exam can result in students passing exams from just guesswork since most of the results are presented to 

them for selection. To the authors, this was one of the academic barriers to acceptance of online examination 

and other types of questions should be presented for the assessment to be complete. 

 

2.3. Converting Document into Numeric Vectors using TF-IDF  
Term frequency–inverse document frequency TF-IDF is an NLP method arising from Bag of Words (BOW) 

that takes a text document consisting of either a sentence, paragraph or several paragraphs and outputs a 

vector in numerical numbers representing all the text in the document. All words that appear in the sentence 

are put together in a corpus (Bag of Words). TF-IDF vectorization involves calculating the TF-IDF score for 

every word in your corpus relative to that document. In TF-IDF the importance of a term is inversely related 

to its frequency across documents. Term Frequency (TF) gives us information on how often a term appears in 

a document and Inverse Document Frequency (IDF) gives us information about the relative rarity of a term 

in the collection of documents. By multiplying these values together, we can get our final TF-IDF value. The 

lower the TF-IDF score the less important and less relevant the term is and vice versa. TF-IDF uses 

nonnegative vectors and therefore the Cosine similarity derived from its vectors is always between 0 and 

1(Godfrey et al. 2014). This allows for a simple translation of exam question scores between 0 and 100%. Based 

on Wang & Dong (2020), The equation for TF-IDF calculation is given by  
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eq (1) 

whereby Freq (w, d) indicates how often a word is used in the document, |D| indicates the number of the 

document, and N (w) is the number of words that appear in the document (Wang & Dong, 2020). 

 

2.4. Technical Challenges of Vector Representation of Textual Documents 
TF-IDF can perform well in converting- sentences into vectors.  However, there exist three ways in which the 

user input can result in writing answers whose conversion into vectors and similarity score may be impacted.  

The first common words that are used in English words can be found in both student answer and the marking 

scheme which do not carry any weight in comparison. Words like pronouns (‘he’, ‘she’ ‘it’), connecting words 

(‘and’, ‘in’), and many more. The full list of words is kept in Appendix 1. If these words are used abundantly 

in the answers, then the score returned will be based more on these words instead of the words that represent 

the true semantic meaning of the answer  

 Second, the interface used may contain some mark-up language that may add more unwanted information 

to the text entered as the correct answer or the student answer and marking scheme. Examples of such markers 

are (‘<b>’, ‘<br>’, etc). The mark-up can result from the lecturers creating a marking scheme by copying 

answers from the internet or other sources with mark-up language. In regards to the student's answer. Pasting 

of information is disallowed in the text area to make the student's answer not contain mark-ups and reduce 

plagiarism  

 Fourth the words that are used may be different from the marking scheme and student answer but have 

the same meaning. When this happens the TF-IDF will generate different vectors and the cosine similarity 

score returned might be inaccurate. Take for example the marking scheme lecture used the word ‘build’ and 

the student used the word ‘make’. The two words have the same meaning however computers would see 

them as different. This part takes care of the semantic similarity component which is lacking when only Cosine 

Similarity is used on its own. 

 Additionally, the descriptive questions require the students to give explanations and not just write 

unmeaningful phrases. Some students would try to write random words to cheat the comparison when they 

learn that the system marks by using only word comparisons.  

 

2.5. Addressing the Technical Challenges of Vector Representation of Textual Documents  
All the challenges above can impact the score returned by the online exam system. The online exam system 

needs to address the above issues for scores to be more accurate. The first approach is on the Interface to enter 

the answers used by the lecturer and the candidates. Limiting which texts can be entered in the Interface will 

reduce the number of mark-up letters that can be found in the answers. The length of the answer needs to be 

considered so that the students can attempt the question instead of writing random words. A minimum 

number of words needs to be considered so that the student can be considered to have attempted the question 

and below that number the answer will be discarded. Furthermore, the student's answer should contain some 

pronouns or connecting words. The answer is also checked to see if it contains common English words to 

make sure that the learner is actually entering a sentence and not keywords only. This is to prevent learners 

from entering only keywords. Limitation can be applied using jQuery and JavaScript. 

 The second approach is by pre-processing the input data before conversion and comparisons. Pre-

processing of input data is the key activity in NLP since it is known that most of the input data in so many 

problems contain a lot of noise. The noise data need to be removed or transformed to increase the accuracy of 

the score returned. The first part of pre-processing is by removing common words. Examples of common 

words are ‘a’, ‘the’ and others. The availability of so many common words can make the texts appear to be 

similar while they are not. Common Words are well-defined in the Python Package from Scikit-learn. The 

second part is from the mark-up text such <br`> that could have been added automatically in the text entered 

by the students during typing or during the preparations of the marking scheme by the lecturers. The mark-

up texts can be removed by adding them to the set of common words so that they cannot be used in the 

conversion of words to vectors. 
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The third approach handles the semantic relationship of words.  When the lecturer enters the answer, all its 

synonyms are generated so that we can different varieties of the answers. That means for one answer with N 

words of a paragraph with each word having S synonyms we can have different N X S versions of answers 

for comparison. This will assist in semantic similarity measurements since cosine similarity only looks at 

lexical similarity between texts. This is similar to other researchers who have used synonyms from the 

WordNet corpus to enhance the similarity of text classification (Kitasuka et al., 2012). 

 

2.6. Cosine Similarity for Text Classification 
Cosine similarity is a popular NLP method in information retrieval and text mining that calculates the 

similarity between two documents represented by vectors using the cosine angle between them. Cosine 

similarity gets the value from the Cosine of the angle between the text when you represent them as vectors in 

a vector space. The cosine value is 1 for very similar text documents and 0 up to -1 for dissimilar text 

documents. Negative values indicate similarity in opposite directions which means the text documents are 

dissimilar. The formulae to calculate Cosine Similarity is given by.   

eq (2) 
Source: SoftMaxAI (2023) 

The example below shows how Cosine Similarity is used to calculate the similarity score between two 

sentences represented by doc_1 and doc_2. 

doc_1 = "Data is the oil of the digital economy"  

doc_2 = "Data is a new oil"  

The Vector representation of the document will be as follows 

doc_1_vector = [1, 1, 1, 1, 0, 1, 1, 2] 

doc_2_vector = [1, 0, 0, 1, 1, 0, 1, 0] 

 

eq (3) 
Source: SoftmaxAI Pvt Ltd. (2023) 

 

2.7. Effective Comparison of Text Using Cosine Similarity  
Different settings are applied to short answers and Essay-type questions to make sure that the comparison 

between the text is done correctly. Short-answer questions usually have only one answer/point and essay-

type questions contain many points/answers. For short answer questions, we have 1 paragraph from students 

and M sentences from the marking scheme each of which carries the weight of 100%. Lecturers are allowed 

to enter many variations of the marking scheme answer separated by sentence. Additionally, more versions 

of the marking scheme answers are generated using S synonyms. The total number of marking scheme 
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sentences will be M x S. Each sentence will be compared with the student's answer (student paragraph) and 

the best score is the one which will be taken as the score for that question. That means there will be M x S 

comparisons 

 For the essay-type question, all text entered by the students is split into paragraphs (P). There will be more 

than one marking scheme sentence (M) each marking scheme will generate a version of answers from 

synonyms (S) leading (M x S) marking scheme answers. Each paragraph is compared with all the marking 

scheme sentences (M x S) and the one with the highest score is taken as the score for the paragraph. All the 

scores are summed up and divided by the number of marking scheme scores to get the average mark of the 

essay question. 

  

3. Methodology 
Design science whose output is an artefact was used in this study (Gregor & Hevner, 2013). The output was 

the System developed in Python Django that could mark essay questions automatically. It was experimental 

research and a control experiment was used to test if the essay questions were marked with similar accuracy 

compared to Moodle LMS marking. The study population was ICT students at the Open University of 

Tanzania (OUT).  OUT was chosen as it is the only full-time Distance-based university that uses E-Learning 

in all its major activities in Tanzania and intends to be an online university by 2025 based on its Strategic 

Plans. The use of online examination at OUT would be one of the steps taken to make it go fully online. The 

study used both primary and secondary data from OUT. Secondary data were collected from the Moodle 

database which contains questions and answers for courses available.  

 These were remarked again in the system developed (using cosine similarity in marking short answers 

and essay questions) and their scores were compared with Moodle scores to check the effectiveness of the 

system.  Masters and Undergraduate ICT students from OUT attempted the exam and later on answered the 

questionnaire in regards to the correctness of the automatic marking. Primary data was the feedback from the 

students who attempted the Timed Test exam from the examination system developed for OUT that employs 

cosine similarity. A total of 57 Students (40 from B Sc ICT and Data Management and 17 from M Sc Computer 

Science and M Sc ITM attempted the exams which included essay-type questions and later evaluated the 

system based on the questionnaire). The questionnaire was quantitative and used a five-point Likert scale. A 

similar approach of using a 5-point Likert scale has been used widely such as the study done by researchers 

(Asaju & Ogar, 2022).  Data was analysed in Python using Jupyter Notebook. Pandas and Matplotlib were 

used to provide visual feedback from the data collected (Lavanya et al., 2023).   

 

4. Result and discussion  
The questions and answers from Moodle for the Open University were downloaded and graded using the 

online examinations system. The scores from the online examination system were compared with the scores 

from Moodle LMS. Precision was calculated based on the number of questions that the scores matched 

between the Online examination system and Moodle against all scores. The full results are shown in Table 1. 

Precision stood at 75% and recall at 71% which brought the F-Score (Accuracy) to 73%.  A similar technique 

was also used by Abimanyu & Sanjaya (2020) when they were validating their examination system in 

Indonesia.  
Table 1: Summary of Performance of Automatic Marking of Short Answer Questions 

No Item Count 

1.  Total Number Questions/ Answer Pairs (samples)  105301 

2.  Number of Questions/Answers graded correctly (True Positive)  39197 

3.  Number of Questions/Answers graded correctly (True Negative) 37922 

4.  Number of Questions/Answers graded wrong (False Negative) 15439 

5.  Number of Questions/Answers graded wrong (False Positive)  12743 

6.  Total Number of Questions/Answers graded correctly correct (True Positive + 

True Negative)) 
77119 

7.  Number of Questions/Answers graded correctly wrong (False Negative + False 

Positive) 
28182 
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Table 2: Accuracy of Online Examination System for Marking Short Answer Questions 

1.  Item Score (Ratio) Score (Percentage) 

2.  Precision  0.75466 75.47 

3.  Recall  0.71742 71.74 

4.  f_score  0.73557 73.56 

 

After studying the questions and answers it was noted that most of the questions and answers where the 

online system graded differently from Moodle was when there was a possibility of a variation of the answers. 

Moodle failed to get the correct answer since Moodle does not have a Thesaurus installed but the online 

examination system uses Thesaurus and can capture the different words with similar meanings entered by 

the user. This shows an improvement in the online examination system but since there was no other metric to 

compare with the evaluation of its correctness was left to be done manually by students using the marking in 

a real examination environment. 

 The system was applied to live exams done by masters and undergraduate students of the ICT department 

of the Open University of Tanzania. Before looking at the various discussions regarding the feedback from 

the students who attempted the descriptive questions it was important to see the demography of the students 

who participated in the study. 90.5 % of the participants were male and 7.1 % were female. A total of 2% did 

not specify their gender. On the other hand, a large number of participants were aged between 31-40 which 

represents the group of people that grew up using computers in their tertiary education.  

 

Figure 1: Distribution of Respondents Gender 

 
Figure 2: Distribution of Age of Respondents 

It is equally important to know how they perceive the setting of online descriptive questions to relate their 

perception to the process of marking. The idea is that if the student finds it difficult to do the online descriptive 

question, then the student may not provide his best answer and not be happy at the end with the low score 

returned by the cosine similarity.  
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Figure 3: Feedback on the level of difficulty of attempting short answer questions 

About 40% found it to be neither difficult nor easy to answer online short answer questions while 28% found 

it to be easy while 32% found it to be difficult. That means a large group chose to take a neutral ground and 

were undecided whether to commit whether it was simple or difficult to write answers in an online exam. 

Based on the fact that more students found it difficult than easier to write answers for short answer questions 

it was a little bit hard to conclude that the exam was easy.  For essay-type questions almost 40% found it to be 

difficult while 22% found it to be easy and 38% found it to be neutral. This implies that it was a little bit 

difficult to write answers for essay-type questions and more assistance should be included to make sure that 

students can easily attempt the essay questions in an online examination setting. Both the results for short 

answer and essay type suggest that it is difficult to attempt descriptive answer questions in online 

examination settings.  

 
Figure 4: Feedback on the level of difficulty of attempting essay-type questions 

 

Lastly, the learners were asked to rate the score returned by the online examination system. For short answer 

questions, the learners reported that the score graded by the system was largely correct. 66% of respondents 

reported the score to be correct while only 4 % said the score was not correct. 9.5% reported the score to be 

less than half correct. This shows a large part of the learners trusted the score returned by the online 

examination system.  
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Figure 5: The correctness of the Online examination system in marking short answer question 

Similarly, for essay-type questions the responses from the learners on the score returned by the online 

examination system were positive. More than 50% reported the score to be correct while only 4.8% reported 

the score to be incorrect. Of the people who reported the score to be correct only about 18% said it was 

completely correct while about 50 % percent said the score was correct but not 100% correct. This means that 

there is some level of acceptance of the score but not complete trust.  

 
Figure 6: The correctness of the Online examination system in marking essay type question 

Since short answer and essay type were set separately it was vital to see if the feedback from the students was 

consistent in both cases because a true online examination would contain both types of questions. Kendall 

correlation was used to check this since the data was on the Likert scale which is ordinal (De Raadt et al. 2021). 

Both the level of difficulty and feedback of the score were consistent for short answer and essay-type questions 

as they both returned a positive Kendall correlation of 0.768 and 0.891 respectively as shown in the table 

below.  

  
Source: Kim et al (2014)          eq (4) 
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Table 3: Correlation Coefficient between short answer questions and essay type question 

Relation Kendall Coefficient 

The score returned for short answer questions against the score returned 

for essay question 

0.768 

The level of difficulty of attempting short answer questions against the 

level of difficulty of attempting essay question 

0.891 

 

 

More tests were done to validate the feedback regarding the correctness of the marking as reported by the 

students. Some studies have reported anxiety by students when attempting online examinations and it was 

important to see if this could also impact the perception of the scores that they receive. (Adenuga, Mbarika, 

and Omogbadegun 2019). There was a need to see if there was a relationship between how the students who 

reported the system as being usable also reported marking to be correct for both short answers and essay-

type questions. If only those who reported the system to be usable saw the marking to be correct then the 

feedback would not be a true presentation since those who struggled to answer the exams did not trust the 

results returned.  Two hypotheses were set for short-answer and essay-type questions as shown in table 4.  

 
Table 4: Comparison between the level of difficulty and the score 

Hypothesis Chi-square Score 

Value 

Decision 

H1o: The score returned for short answer questions is 

dependent on the level of difficulty for attempting short 

answer questions  

1.281 Reject H10 

H4o: The score returned for essay-type questions is 

dependent on the level of difficulty for attempting essay-

type questions 

0.0172 

 

Reject H20 

 

Chi-Square was used to test if the feedback returned on the score was dependent on the usability of the system. 

Chi-square is used to check the relationship between a nominal variable and since the questionnaire was set 

using the Likert scale of nominal data then chi-square provided the best test (De Raadt et al., 2021).  Since 

there was only one dependent and one independent variable for each text then the degree of freedom is 1 and 

the threshold (minimum) Chi-Square value for 0.05 to accept the hypothesis is 3.85. As seen on the table both 

hypotheses were rejected since the obtained P value in both cases (1.281 for Short Answers and 0.0172 for 

Essay type questions) were below the threshold.  It was therefore not conclusive that there is a relationship 

between the level of difficulty of examining the score returned. It was then safe to say that the perception of 

the score returned by the automatic marker was independent of the difficulty of doing the exams and can be 

accepted the way it is. 

 In summary, the findings from the study have shown two main contributions in the area of online 

examination in Higher Learning Institutions. First, it has shown that NLP can be used to mark textual 

questions with a lot of degree of accuracy. Second, it has shown the trust the students have in the automatic 

marking of online examinations by NLP and revealed the readiness of students to use online examinations 

even for textual questions. 

 

5. Conclusion  
This study presented a way to mark descriptive questions using NLP. The study explored the way the text 

can be converted into mathematical vectors using TF-IDF for them to be interpreted well with cosine 

similarity. The prototype developed indicated that we can achieve high accuracy when marking using NLP 

similar to the results obtained from the Moodle marking tool. The findings indicated that students are ready 

to be assessed using automatic marking and institutions like OUT ought to try to improve the NLP systems 

so that they can benefit from them. Even with the pre-processing the of descriptive answer before conversion 

into a mathematical vector, a minimal possibility remains where the vector created is far different from the 

vector of the marking scheme because of the different words used by the learners and the marking scheme. 

The current NLP technologies still lack the semantic meaning when transforming text into vectors and more 

research is needed to improve the performance. Future work would involve enhancing semantic enhancement 

of TF-IDF using lemmatization and synonyms of lemmatized words to get more variations of both the 

marking scheme and student answers to boost up similarity score between them    
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